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Abstract 

We analyse the price-setting behaviour of multiproduct firms with particular focus on the issue of 

within firm price synchronisation.  As Alvarez and Lippi (2014) note firms pay a fixed cost in order 

to revise their prices. This assumption has implications both for price synchronization as well as 

for the size of price changes. First, once the menu cost is paid the firm can adjust the prices of all 

its products simultaneously and second, the small price changes are more prevalent in multi-

product firms.  

We explore the predictions of the above menu cost model utilizing a unique monthly micro price 

data set, covering the period 2005-2020, which is used by the Hellenic Statistical Authority to 

calculate the Greek PPI.  We view firm’s pricing strategy from the angle of survival theory, 

developing hazard functions that give us the opportunity to estimate the probability of an 

additional price change given that the firm has changed other prices as well.  

Our results support the assumption of within-firm price synchronization. We also observe that 

smaller price changes tend to be more frequent in multiproduct firms. Our results are in line with 

the predictions of the Alvarez and Lippi (2014) model.  

 

PRELIMINARY DRAFT, PLEASE DO NOT QUOTE.  

  

  

                                                           
1 The views expressed in this paper are those of the authors and do not necessarily reflect those of the 
Bank of Greece. 



2 
 

1. Introduction 

In a world of fixed menu costs, multiproduct firms may have an incentive to change the prices of 

all its products simultaneously, as there is no extra cost for any additional price change.  This 

hypothesis is adopted in a model context by Alvarez and Lippi (2014), but the idea and concept is 

not new in the literature. The idea of a common cost for simultaneous price changes that leads to 

within-firm price synchronisation was also proposed by Lach and Tsiddon (1997). Apart from the 

prediction that prices are synchronised, the fixed menu cost hypothesis also predicts that 

multiproduct firms when changing prices change them by smaller amounts and thus the price 

change distribution is bell-shaped exhibiting a higher mass around small price changes.   

Several studies have thereafter tried to test the empirical relevance of this prediction (see for 

example, Bhattarai and Schoenle, 2014; Dedola et. al., 2019, Nilsen et. al., 2021, Bonomo et al. 

2022, etc.). The most common empirical strategy so far is to analyse the frequency and the 

average size of price changes across firms with increasing number of products. In a regression 

context, multinomial logit regression analysis is used to analyse price synchronization by relating 

price changes at the firm level with the fraction of price changes at the firm and the industry level. 

The main empirical observation is that there is a positive relationship between the frequency of 

price changes and the number of firms’ products, while the relationship between the size of price 

changes and the number of firms’ products is negative. Both findings provide support for the price 

synchronisation hypothesis, as well as, the hypothesis of smaller price changes in multiproduct 

firms. The regression analysis also provides evidence of a substantial degree of within-firm price 

synchronisation. Another interesting finding of this analysis is that the degree of price 

synchronisation among firms belonging to the same sector/industry is significant but lower than 

the within firm synchronisation (Bhattarai and Schoenle, 2014; Nilsen et. al., 2021, etc.).  

One caveat about the above empirical approach is that the observed price synchronisation may 

be due to firm-specific shocks that lead firms to change many prices simultaneously and not due 

to menu costs. Nilsen et. al., (2021), provide support of the menu cost theory in this context  by 

showing that within-firm price synchronisation is strong irrespective of the sign of the price 

change, i.e. it is documented that a high share of positive price changes is positively related with 

negative price changes and vice versa. This is in favour of the menu cost hypothesis for 
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synchronisation rather than the firm-specific shock hypothesis of within firm price 

synchronisation. In the latter case on would expect prices to change in the same direction. 

Understanding the pricing behaviour of firms is essential in terms of the real effects/ implications 

of monetary policy shocks. In terms of macroeconomic implications, such evidence directly relates 

to the strength of the “selection effect” in menu cost models: Firms with prices far from their 

optimal prices are more likely to adjust prices given adjustment frictions, especially when a shock 

pushes prices even further from their optimal levels. The more prices absorb shocks, the smaller 

the real effects of monetary policy shocks. There are also different implications for pass-through 

and the frequency of price adjustments (see Lippi  et al. 2023).  

We approach empirically the fixed menu cost hypothesis of firm’s pricing strategy from the angle 

of survival theory, developing hazard functions that give us the opportunity to estimate the 

probability of an additional price change given that the firm has changed other prices as well. We 

assume that once firms have incurred the fixed cost of changing one or more prices then the 

probability of changing an additional price is increasing. Our results support the assumption of 

within-firm price synchronization. We also verify that the frequency of price changes increases 

with the number of products within a firm while the size of price changes decreases. Lastly, we 

also observe that smaller price changes tend to be more frequent in multiproduct firms.   

2. Our data    

We study the pricing behaviour of multiproduct firms using an extensive monthly micro price data 

set covering the period 2005-2020. The data set comprises of product price quotes at the firm 

level and is used by the Hellenic Statistical Authority to calculate the Greek PPI. Price quotes refer 

to products sold at the domestic and external market.  The data set contains price quotes for 

around 5400 products by 1340 firms in the energy, intermediate goods, capital goods, durable 

and non-durable goods sectors, the total number of observations being around 504 000. 

Multiproduct firms (with 2 or more products) account for as much as 85% of the observations. 

The median number of products per firm is 4 and the average 7. In the sample there is a non-

negligible share of firms (around 5%) that sell more than 20 products. These firms are in the 

energy, intermediate and non-durable goods sector. The maximum number of products per firm 

observed in our data set is 51. 
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For the purposes of our analysis, the energy sector is excluded since prices change very frequently 

blurring the aggregate price changes picture. The frequently of price changes in the energy sector 

is very high (see Gautier et. al. 2023) being an outlier when compared with the other sectors. 

Further, we confine our analysis to multiproduct firms, i.e. we exclude from our analysis firms 

with one product and in order to reduce noise we only analyse firms that retain the same number 

of product through the analysis.2 

As mentioned, the vast majority of the firms included in our sample are firms producing more 

than one product. Therefore analysing the pricing behaviour of multi-product firms is essential in 

order to be able to choose among alternative hypothesis about firms’ price-setting behaviour. 

Earlier models usually assume single product firms and it appears that this is not actually the case.  

Alvarez and Lippi, 2014 and Bhattarai and Schoenle, 2014 assume multi-product firms that face 

firm-specific menu costs and are thus closer to the pricing strategy of real world firms. 

3. Price statistics 

We proceed by illustrating some aggregate price statistics. We initially present the frequency and 

the average size of price changes across firms with varying product numbers. We confine our 

analysis to multiproduct firms for comparability purposes. Thus, we analyse firms with 2 products 

and more. We also average statistics for firms with 10 products and more, as when the number 

of products increase the number of firms per product number is very low. For instance, only 2-3 

firms have over 30 products and are concentrated in certain sectors. We choose to bundle firms 

with a large number of products since the idiosyncratic behaviour of these firms may blur the 

overall picture.3  

Figures 1 and 2, present the frequency and the average absolute size of price changes by product 

number. The statistics presented are estimated at each bin identified by product numbers, i.e. 

                                                           
2 Note that the data used here are collected for the purpose of creating an index. As such, the statistical 
office does not collect the ‘universe’ of product prices of a firm in the sample, but only the prices relevant 
for the index. This implies that our sample is probably censored to a great extent as even what appear as 
‘single’ product firms in the data probably have other products in their production processes as well. We 
work under the assumption that firms are censored proportionally, i.e. a ‘single-product’ firm in the 
sample have fewer censored products than a ‘multi-product’ firm in the sample.  
3 Indeed, even though the general message does not change the graphical illustration is characterised by a 
couple of spikes as the number of products increases above 10. 
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based on the prices changes of firms in each bin.  It is obvious that the frequency increases with 

the number of products and the average absolute size decreases as the number of products 

increase. There is also a clear positive trend for the frequency of price increases and decreases 

and a negative trend for the average size of price increases and decreases when plotted across 

increasing product numbers, see Figures 3 and 4. Therefore, the observed relationships seem to 

hold both for price increases and decreases.    

As mentioned earlier, another prediction of the menu cost model is that the price change 

distribution is bell-shaped with a significant mass at small price changes. This result is also present 

in our data set. As Figure 5 illustrates the price distribution is bell-shaped around smaller price 

changes and interestingly the shares of small price changes gradually increase as the number of 

products increase. For instance, as indicated in Figures 5a-d the ’spike’’ of the price changes 

distribution is observed at higher shares as the number of products increase.   

The main conclusion so far is that the frequency of price increases tends to increase with the 

number of products and that the average size of the change is lower for multiproduct firms. The 

results hold both for increases and decreases.  

The above results provide indications of for some degree of price synchronisation of the data. In 

order to explore these indications further we develop a new form of survival theory, which is 

presented in Section 4 below.  
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Figure 1. Source: ELSTAT and author calculations 

 

Figure 2. Source: ELSTAT and author calculations 
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Figure 3. Source: ELSTAT and author calculations 

 

Figure 4. Source: ELSTAT and author calculations 
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Figure 5a. Source: ELSTAT and author calculations 

 

Figure 5b. Source: ELSTAT and author calculations 

 

Figure 5c. Source: ELSTAT and author calculations 

 

Figure 5d. Source: ELSTAT and author calculations 
 

4. Hazard functions – Theory 

In this section we develop a new form of survival theory, in which the variable of interest is not 

time, but the number of products whose price changes in a given month.  If a firm has K products, 

then the number of products which change price is an integer 0,1,2..k K= .  For each firm with 

K products, we calculate the number of price changes for each period in our dataset, which we 

define as ( )k t . If the data for the firm lasts for T periods and the firm sells K products, there is a 

“total time” of TK periods. By total time we mean the total number of periods a single price can 

change. If all prices changed every period, then there would be TK price changes.   
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We can define an index “counter” which looks at each month t=1..T and takes the value 1 or 0.  

I(k,t) =1  if ( )k t k²  , I(k,t) =0 otherwise (i.e. k(t)<k).  

With this we can define the “survival” probability: 

 [ ]( ) PrS i k i= ² 

S(0) = 1, and for k=1..K 

 1
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We also have ( ) 0S k = for k>K.  Clearly, ( ) ( 1)S k S k² +, since  

 [ ] [ ]( ) Pr Pr 1S k i k i k= = + ² + 

S(k) measures the proportion of periods t in the data where the multi-product firm has k or more 

price changes for its K products. We can interpret this as the probability that we observe k or 

more price changes in a particular period.     

This “survival function” enables us to derive the (unconditional) probability distribution function 

(pdf) of the number of price changes per month: ( )a k for ƪҐлΧYΦ 

 ( ) ( ) ( 1)a k S k S k= - + (2) 

The shares add up to 1: 
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We can also define the conditional “quit” probability 
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It is the conditional probability of “quitting” from price changes given that there are k changes in 

that period, that is not making one or more additional price changes that period. We can then 

define the hazard function as the complement of the quit function: 

 ( 1)
( ) 1 ( )

( )

S k
h k q k

S k

+
= - =                                 (4) 

The hazard function has the interpretation that if we have observed k-1 price changes in a 

particular period, what is the probability that an additional price change will also be observed in 

the same period: 4 

 ( ) ( 1| )h k h k k= +  

We can define the sum of survival probabilities excluding S(0):  
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Proposition 1: The mean number of price changes per month is equal to S. 

Proof:  
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QED. 

The reason we exclude (0)S from the sum of survival probabilities is because in the summation 

it is multiplied by zero.  

With this statistical set up, we can look at some simple examples.  

                                                           
4 In terms of the traditional definition, event A is that K+1 price changes occur, and event B is that k prices 

change. S(k)-S(K+1) is then Pr( )A BÆ  and S(k) is Pr( )B . 
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Example 1: perfectly synchronised prices. 

Let us take one extreme. All prices change at exactly the same month (say for example once per 

year in January). In that case, we would k=0 for 11 months, and k=K for one month.  In this case 

we have: 

 

1

1
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So that from Proposition 1 the average number of price changes per month is 
12

K
k = . 

Hence the average number of price changes per month is 1 if K=12, or 1/6 if K=2. 

The hazard function takes the form: 

 
( ) 1 for 0,1,... 1.

( ) 0

h k k K

h K

= = -
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So that it is 1 until K, where it falls to zero. The distribution of price changes ( )a k  is unity at K 

and zero for all other k. The quit function is zero until K when it is 1. 

Example 2: uniformly distributed price changes. 

Suppose there are k  price changes per month. We then have: 

 

( ) 1 0,1...

( ) 0 1,...

S k k k

S k k k K

S k

= =

= = +

=

 

Proposition 1 is rather straightforwardly confirmed. The hazard function unity up to k  and zero 

at k . The distribution of price changes ( )a k  is unity at k  and zero for all other k. The quit 

function is zero until  k .   

These two examples both share the property that the number of non-zero price changes is the 

same (K in example 1 and k in example 2). In our third example, we can consider the issue from 

a different angle.  
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Example 3: Bernoulli-Calvo. 

Suppose that each product has an independent probability of changing its price in any given 

month. We can think of this as a Bernoulli-Calvo probability. In this case, it is easiest to start from 

the hazard function and work back to the survival distribution.  Let us denote the probability of a 

product changing its price in any given month as h. The hazard function is then a constant: 

 
( )   1... 1
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h k h k K

h K
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Hence the survival function takes the form: 
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We can think of this as analogous to rolling a dice, when h is the probability of rolling a 6 and S(k) 

is the probability of rolling at least k sixes. 

This gives is the average number of price changes: 
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If K was infinite, we would get the standard infinite geometric series with sum: 
1 2 3(1 ) ....h h h h h-- = + +  However, with a finite K we will get an average number of price 

changes somewhat below that. Note that the sum can be less than 1, which will happen when 

there are enough months with no price changes (k=0).  

We can think of each product of the firm facing a lottery, a roll of the dice, toss of as coin. In order 

to get at least k prices changing, you need to get the right outcome k times. In the case of tossing 

a coin, you need to get three heads at the same time.  This is where the independence is 

important: the probability of a product changing price does not depend on whether the other 

products have or have not changed their price. 

4.1 Estimation. 

For each firm, we can estimate the non-parametric survival function Ĕ( )S k  
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This simply adds the firm subscript “f” to (1) indicating that we are looking at a multi-product firm 

with 
f

K products, estimating this at the firm level. We have 
f

TK  observations, with 
f

K  

products seen for each of the T months.5 We can also adapt our discrete density function (2) and 

conditional probability (3) to be estimators with the subscript f added.    

Alternatively, we can aggregate over a number of firms. It is important to note that we do not 

want to include firms with different numbers of products together: this will bring in an obvious 

heterogeneity bias as firms will “quit” when they reach their last product. 

In this paper, we will partition the population of firms  F into subsets: 

{ }( ) :
f

F K f F K K= Í =  

Then, for each subset ( )F K  we have: 
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Where ( ) # ( )n K F k= is the number of firms in the set ( )F K . In effect, we are adding up the 

counter 
f

I  for each firm in  ( )F K and adjusting the numerator to the total time across all firms 

in the set, in which each of the ( )n K firms has K products which could change price across T 

periods. Hence there is a “total time” of ( )n K KT. The aggregate survival simply counts the 

proportion of total time in which more than k prices change.  

Of course, we can further partition these subsets into different types, based on industry, or else 

divide time into different periods (pre and post crisis). 

In the data, the number of products reported by a firm in the survey can vary. Practically we leave 

out these firms and restrict our sample to firms for whom the number of products is the same 

across time as the variation of products within firms across time creates significant noise.  

 

  

   

                                                           
5 Whilst in our data set the set of observations for each firm are the same, this need not be the case. We 
could have different lengths for each firm and indeed different dates. 
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4.1.1 Testing. 

From a testing point of view, it is easiest to work with the hazard function.  
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If we take the true value to be the estimated value, since it is in effect a Bernoulli probability, 

then then the variance of the estimator takes the standard form: 
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Where the size of the sample for estimating Ĕ( )fh k is the number months when there are at least 

k-1 price changes,  

1
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=

-ä
 subtracting 1 for Bessel’s correction assuming that there is 

strictly more than 1 observation in the sample.  

For menu cost models such as Alvarez and Lippi 2014 there is a simple test. Namely the hazard 

function has to be increasing. This implies that for a firm with 2 products the probability of 

changing the second product given the firm has changed the price of the ‘first’ product is larger 

compared to the probability of changing only one product. As the firm has already incurred the 

fixed ‘menu cost’ additional price changes for a firm are in essence ‘costless’. Thus even if the 

prices of other products are not ‘sufficiently’ far from their optimal levels to motivate a price 

change by themselves we will observe a small price change.  

 

4.2 Conditional probabilities- Non parametric estimation.  

Based on the above conceptual framework we proceed to estimate non-parametric conditional 

probabilities for price changes. For the purposes of our analysis we bundle together price 

increases and decreases i.e. we do not differentiate between price increases and decreases. In a 

world of a fixed menu cost, firms that have the opportunity of ‘free’ price changes may change 

the prices either way, while in a case of an idiosyncratic firm shock we would expect to observe a 

synchronization of same signed price changes. 

Figure 6 below shows clear tendencies of increasing conditional probabilities as the number of 

products increase. This essentially means that the probability of changing 4 prices (given that 3 
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prices have already been changed) is higher than the probability of changing 3 prices (given that 

2 prices have already been changed) etc.  

Figure 6, also shows that the relevant probabilities shift upwards as the number of products 

increase. For instance, the conditional probability of changing 3 prices (given that two prices have 

already been changed) is higher for firms with 7-9 products than for firms with 4-7 products and 

firms with 2-3 products. 

 

 

Figure 6. Source: ELSTAT and author calculations 

 

4.3 Conditional probabilities. Cox semi- parametric estimations.  

As an additional piece of evidence we fit a Cox proportional hazard model in our data in an 

attempt to provide additional evidence.6 However, the hazard function as defined in the Cox 

setting refers to the probability of not having another price change (i.e. the probability of ‘failing’ 

or of dying in particular moment in time – the probability of exiting the sample following death). 

In this respect the results of the Cox estimation refer to the quit function in equation (3).  

                                                           
6 Cox models are usually employed for analyzing ‘time to failure’ or ‘time to death’ in mechanics and 
medicine. In this context, as time goes by there is an inherent increasing probability of a person dying or a 
machine failing and this is usually captured by the non-parametric part of the estimation. Whereas the 
parametric part captures the shifts in the hazard functions initiated by the other covariates. 
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We specify the following Cox proportional hazard regression for the purposes of our analysis.  

Ὤ ὲὨὴȾὼ Ὤ ὲὨὴÅØÐ ὼ  

where:  

Ὤ ὲὨὴ is the baseline hazard  

ὲὨὴ refers to the number of prices changes of a given firm in a given month 

ὼ  refers to the set of covariates 

 refers to the set of coefficients to be estimated 

In this kind of models the baseline hazard, which basically gives the shape of the hazard, is left 

unestimated and the model makes no assumptions about the shape of the hazard. It assumes 

though that whatever the hazard, it’s the same for everyone and one subjects’ hazard (i.e. a 

specific price change) is the same for everyone. In essence the Cox estimation, in the way 

estimated it estimates the probability of not having another price change, i.e. of dying and exiting 

the sample, which is the equivalent of our quit function in equation (3). Our main covariate of 

interest is the number products a firm has. Given the results of non-parametric estimation we 

expect the ᶻὝὬὩ ὲόάὦὩὶ έὪ ὴὶέὨόὧὸί) to be negative. In our regressions we also account for 

the industry affiliation as well as monthly dummies. 

Table 1: Cox quit function estimation   

 

Full data set 

No of products -0.211*** 

 

(0.00503) 

Observations 10,479 

Standard errors in parentheses, *** p<0.01, ** p<0.05, * p<0.1 
Note: regressions account for the major industrial grouping of firms and 
monthly dummies. 

 

The negative   implies that as the number of products a firm has increases the hazard of not 

having an additional price change decreases (i.e. the probability of continuing with more price 

changes increases).  The relevant overall hazard ratio implied by our regression is 0.81 implying 

that a 1 unit increase in the number of products a firm has the hazard of not having an additional 

price change decreases by 19%. Thus, the estimation confirms the evidence from our non-
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parametric estimation that as the number of products increase it more likely for a firm to continue 

with another price change. 

This is graphically illustrated in Figures 7 and 8 below.  The negative slope of Figure 7 illustrates 

that as the number of products increase the hazard of not having an additional price change 

decreases. While the positive slope of Figure 8 implies that as the number of products increase 

the probability of continuing with more price changes increases.  

 

 

Figure 7: Probability of not having another price change 
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Figure 8: Probability of an additional price change 

 

To do list: 

Estimate standard errors for the non-parametric hazard functions.  

Estimate a fully parametric model e.g. a Weibull 

Estimate a Multinomial Logit model and compare odds-ratios.  

5. Conclusions 

In this paper, we utilize the micro data underlying the Greek Producer Price Index. We analyse the 

price-setting behaviour of multiproduct firms with particular focus on the issue of within firm 

price synchronisation.  As a first step we calculate aggregate price statistics that are in line with 

predictions from menu cost models such as Alvarez and Lippi (2014). We also develop hazard 

functions that allow us to estimate non-parametrically the probability of an additional price 

change given that the firm has changed other prices as well. We show that the conditional 

probability of additional price changes is increasing verifying menu-cost model predictions. Lastly 

we verify these results by estimating semi-parametric Cox-models. The results of this paper have 

important implications for the degree of monetary non-neutrality as well as the pass-through of 

shocks and the frequency of price adjustment.  
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